
Tux’s Magic Hat: Analysing 
AWS Flow Logs for Fun!



About CyberWarFare Labs :

CW Labs is a renowned UK based Ed-tech 

company specializing in cybersecurity cyber 

range labs. They provide on-demand 

educational services and recognize the need 
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Adversarial TTPs and experimenting in his homelab during his free time. 



AWS 101

★ AWS stands for Amazon Web Services



AWS 101

★ AWS stands for Amazon Web Services

★ Product catalog includes 200+ services across 

different domains



AWS 101

★ AWS stands for Amazon Web Services

★ Product catalog includes 200+ services across 

different domains

★ Provides Logging options for different services
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VPC 101

★ VPC stands for Virtual Private Cloud

★ Isolated virtual networking service

★ Components include:
○ Subnets & Routing

○ IP Addressing

○ Gateways & Endpoints

○ VPC Flow Logs



Figure: VPC Example
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AWS VPC Flow Logs

★ High-level IP traffic (Ingress + egress) metadata 

information for VPC resources (say EC2 instances)

★ Data collection is Agentless

★ Common use cases:
○ Diagnostics & Troubleshooting

○ Intrusion & Anomaly Detection
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Flow Logs Pros & Cons

★ Pros: 
○ No impact on network 

latency

○ Easy integration with 

other services

○ Enriched metadata

★ Cons:
○ Immutable once 

configured

○ All IP traffic types are 

not captured

○ Not real-time logging





Figure: VPC Flow Log Record Format
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Capturing Flow Logs

★ Logs can be captured at:
○ Network interface level

○ VPC subnet level

○ Entire VPC level
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Publishing Flow Logs

★ Logs can be published to:
○ CloudWatch

○ Data Firehose (formerly known as Kinesis Data Firehose)

○ S3



Analysing VPC Flow Logs

Source: Xenonstack



How this talk came into being?



Figure: Architecture Used During The 8th July Linux Persistence Demo



What I Did
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What I Did

★ Moved all log files into a single directory

★ Filtered Ingress traffic:

cat *.log | grep ingress | cut -d " " -f 16 | sort -g | uniq > ingress-uniq.txt
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The Result

★ So, in the span of ~10 hours:
○ Total requests from IPs = 17K+

○ Ingress:
■ Total requests from IPs = 13K+

■ Unique IPs = 3K+



Let’s write a 
quick script







★ Tool: https://github.com/wand3rlust/Fairth

https://github.com/wand3rlust/Fairth


Thank You
For Professional Red Team / Blue Team / Purple Team, 

Cloud Cyber Range labs / Courses / Trainings, please contact

                                      info@cyberwarfare.live

To know more about our offerings, please visit:

 https://cyberwarfare.live 

https://cyberwarfare.live/

